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Abstract

We present a comprehensive simulation study to assess and compare the performance of popular machine learning algorithms for time series prediction tasks. Specifically, we consider the following algorithms: multilayer perceptron (MLP), logistic regression, naïve Bayes, k-nearest neighbors, decision trees, random forests, and gradient-boosting trees. These models are applied to time series from eight data generating processes (DGPs) – reflecting different linear and nonlinear dependencies (base case). Additional complexity is introduced by adding discontinuities and varying degrees of noise. Our findings reveal that advanced machine learning models are capable of approximating the optimal forecast very closely in the base case, with nonlinear models in the lead across all DGPs – particularly the MLP. By contrast, logistic regression is remarkably robust in the presence of noise, thus yielding the most favorable accuracy metrics on raw data, prior to preprocessing. When introducing adequate preprocessing techniques, such as first differencing and local outlier factor, the picture is reversed, and the MLP as well as other nonlinear techniques once again become the modeling techniques of choice.

Introduction

Time series forecasting has been subject to research for many years. By adding a disturbance term to harmonic time series models Yule (1927) effectively introduces the notion that a time series is a realization of a stochastic process. Based on this idea, many concepts have emerged ever since. With the seminal work of Box and Jenkins (1970), research
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in time series analysis has gained further momentum - driven by the introduction of the autoregressive integrated moving average (ARIMA) model and the Box-Jenkins methodology, an approach for “identification, estimation, and verification” of time series (Gooijer and Hyndman, 2006, p. 447). ARIMA models are quite flexible but effectively limited by the assumption of linear intertemporal dependencies. Therefore, they are not able to efficiently capture nonlinear stylized facts, which are often present in real world applications (Zhang et al., 1998, 2001; Gooijer and Hyndman, 2006). Many attempts have been made in that respect - leading to a variety of nonlinear time series models, e.g., bilinear model (Granger and Anderson, 1978), threshold autoregressive (TAR) model (Tong, 2012; Tong and Lim, 1980), smooth transition autoregressive (STAR) model (Chan and Tong, 1986), autoregressive conditional heteroscedastic (ARCH) model (Engle, 1982), generalized autoregressive conditional heteroscedastic (GARCH) model (Bollerslev, 1986; Taylor, 1987), or jump processes (Cox and Ross, 1976), among others. Unfortunately, the majority of these models work well for specific problems, but they do not exhibit a good ability to generalize to other nonlinear modeling tasks.

This insufficiency and the growth of computing power has led to the rise of machine learning models which, compared to classic (nonlinear) time series analysis, do not require prior assumptions about the underlying structure of the data (Zhang et al., 2001; Zhang, 2003). Nonsurprisingly, academics have devoted tremendous work to improving these models and to comparing their forecasting performance with traditional time series methods on artificial and on real world data sets. Today, there exist several interesting areas of research. The first strand of literature focuses on artificial neural networks (ANN) and their relative advantage compared to traditional time series models - see, for example, Chakraborty et al. (1992); Callen et al. (1996); Hill et al. (1996); Kaastra and Boyd (1996); Zhang et al. (1998); Alon et al. (2001); Zhang et al. (2001); Zhang and Qi (2005). Building upon that, a second strand is devoted to “hybrid methods”, i.e., the combination of machine learning with traditional time series approaches such as ARIMA models - see Zhang (2003); Xiao et al. (2012). A third strand focuses on a great variety of (mostly non-ANN) machine learning models in a time series context - see, for example, Kim (2003); Krollner et al. (2010); Ahmed et al. (2010); Bontempi et al. (2013). These three strands of literature share one commonality
addressing time series prediction tasks with machine learning is gaining momentum in the academic community. Significant innovation occurs in this domain - a few distinct examples follow: Robinson and Hartemink (2010) design a new class of Bayesian networks allowing to cope with nonstationary data generating processes. Durante et al. (2014) develop a locally adaptive factor process that incorporates locally varying smoothness in the mean as well as in the covariance matrix. Finally, Khaleghi et al. (2016) formulate an effective clustering algorithm that assigns two time series to the same class if they were generated from the same distribution. The bottom line is - machine learning research produces powerful and innovative tools for time series analysis tasks.

With our study, we aim at further exploring this exciting field of research at the intersection of machine learning and time series. Specifically, we target the following question: How well do widely used machine learning models fare in forecasting a diverse set of linear and nonlinear time series - in a baseline setting, and when complexity is further increased by introducing jumps or additional noise. Specifically, the contribution of this paper can be divided into three parts.

First, we propose a Monte Carlo study design that allows for comparing the forecasting quality of eight machine learning models (two MLPs, logistic regression, naïve Bayes, k-nearest neighbors, decision trees, random forests, gradient-boosting) across eight linear and nonlinear data generating processes (autoregressive model, bilinear model type 1, bilinear model type 2, nonlinear autoregressive model, nonlinear moving average model, signum autoregressive model, smooth transition autoregressive model, threshold autoregressive model). The salient point is that we make use of a binary target. If the time series rises or remains constant, a “1” is assigned, and a “0” otherwise. This binary response allows for classification accuracy as evaluation metric - which is simple, easy to interpret, and comparable across vastly different DGPs.

Second, we empirically assess the forecasting ability of each machine learning algorithm for each DGP. On a similar note, we derive insights about the “forecastability” of each DGP - by benchmarking the machine learning models against the optimal forecast that can be achieved upon knowledge of the actual process equation. Furthermore, we evaluate the robustness of these findings in light of jumps and varying degrees of noise. We find that the
MLP produces the best results across all considered DGPs in absence of disturbances. By contrast, logistic regression yields the best results in light of noise and high jumps.

Third, we evaluate the effect of different feature engineering and preprocessing techniques to answer the question, whether disturbances can be effectively mitigated and hence learning facilitated. Most notably, we find that outlier detection procedures can significantly enhance the overall accuracy in light of jumps. Also, adding first differences as additional features has a positive net effect.

The remainder of this paper is organized as follows: Section 2 describes the study design, data generation, preprocessing, model training, and evaluation. Section 3 covers the results obtained in the experiments. Section 4 concludes and summarizes the key findings.

**Methodology**

The methodology covers the entire content and process for setting up our Monte Carlo experiments. First, we discuss how we generate time series data from eight different linear and nonlinear DGPs - including the potential introduction of disturbances via jumps or noise (2.1). Second, we show how we derive features and targets from these time series data, and we introduce different preprocessing techniques, i.e., standardization and outlier removal (2.2). Third, we briefly elaborate on the eight machine learning algorithms we apply, and we discuss how models are trained and how performance is measured (2.3). Fourth, for each DGP, we derive the optimal forecast as ambition level, i.e., the maximum forecasting accuracy that can possibly be attained by any learner (2.4). Finally, we present the parameter configurations for the 29 Monte Carlo experiments we conduct to answer the research questions raised in the introduction (2.5).

**Data generation**

We use eight linear and nonlinear stochastic processes with normally distributed innovations from which we generate data (2.1.1). To introduce further complexity, we can superpose each DGP either with a compound Poisson jump process (2.1.2) to trigger sudden regime shifts, or with a random walk to inject noise (2.1.3). These DGPs - in combination with controlled distortions, allow for simulating time series data with a varying amount of struc-
ture that can be made arbitrarily difficult to capture for the machine learning algorithms. From each of these DGPs, we simulate time series of length \( N = 2500 \), whereof the first 2000 observations are used for training and the last 500 for evaluating the performance of the machine learning algorithms out-of-sample.

**Eight linear and nonlinear data generating processes**

We choose eight DGPs - an autoregressive model (AR), a sign autoregressive model (SAR), a nonlinear autoregressive model (NAR), a nonlinear moving average model (NMA), a bilinear model of type 1 (BL1), a bilinear model of type 2 (BL2), a smooth transition autoregressive model (STAR), and a threshold autoregressive model (TAR). There are three motivations for this selection. First, it is based on the study of Zhang et al. (2001) - one of the most comprehensive works in this field of research. Second, these DGPs exhibit varying levels of nonlinearities, ranging from virtually none (AR) to very strong nonlinear dependencies between present and past values (SAR). Third, these DGPs, while by no means comprehensive, still compose a representative subset in contemporary time series literature - for further discussions, see Terasvirta et al. (2010); Terasvirta and Anderson (1992); Granger and Anderson (1978); Tong and Lim (1980); Tong (2012); Tong et al. (1995). We now briefly introduce each DGP. All error terms \( \varepsilon_t \) are i.i.d. \( \mathcal{N}(0, 1) \), unless otherwise specified.

**Autoregressive (AR) model**

\[
AR(2) : \quad s_t = 0.5s_{t-1} + 0.45s_{t-2} + \varepsilon_t. 
\]  

(1)

**Sign autoregressive (SAR) model**

\[
SAR(2) : \quad s_t = \text{sign}(s_{t-1} + s_{t-2}) + \varepsilon_t, 
\]  

(2)

where

\[
\text{sign}(x) = \begin{cases} 
1 & \text{if } x > 0 \\
0 & \text{if } x = 0 \\
-1 & \text{if } x < 0.
\end{cases}
\]
Nonlinear autoregressive (NAR) model

\[
NAR(2) : \quad s_t = \frac{0.7|s_{t-1}|}{|s_{t-1}| + 2} + \frac{0.35|s_{t-2}|}{|s_{t-2}| + 2} + \epsilon_t. \tag{3}
\]

Nonlinear moving average (NMA) model

\[NMA : \quad s_t = \epsilon_t - 0.3\epsilon_{t-1} + 0.2\epsilon_{t-2} + 0.4\epsilon_{t-1}\epsilon_{t-2} - 0.25\epsilon_{t-2}^2. \tag{4}\]

Bilinear (BL) model

\[
BL(1) : \quad s_t = 0.7s_{t-1}\epsilon_{t-2} + \epsilon_t, \tag{5}
\]
\[
BL(2) : \quad s_t = 0.4s_{t-1} - 0.3s_{t-2} + 0.5s_{t-1}\epsilon_{t-1} + \epsilon_t. \tag{6}
\]

Smooth transition autoregressive (STAR) model

\[
STAR(2) : \quad s_t = 0.3s_{t-1} + 0.6s_{t-2} + (0.1 - 0.9s_{t-1} + 0.8s_{t-2})[1 + \exp(-10s_{t-1})]^{-1} + \epsilon_t. \tag{7}
\]

Threshold autoregressive (TAR) model

\[
TAR(2) : \quad s_t = \begin{cases} 
0.9s_{t-1} + 0.05s_{t-2} + \epsilon_t & \text{for} \quad |s_{t-1}| \leq 1 \\
-0.3s_{t-1} + 0.65s_{t-2} - \epsilon_t & \text{for} \quad |s_{t-1}| > 1.
\end{cases} \tag{8}
\]

Jump process

Jumps represent a form of discontinuity in the series. Depending on number of occurrence and size, they can have a substantial impact on the machine learning models’ performance, e.g., by provoking a mean shift. In some Monte Carlo settings, we pollute the original DGP \(s_t\) with jumps by superposing \(s_t\) with a compound Poisson process \(j_t\) as follows,

\[
x_t = s_t + j_t, \tag{9}
\]
where $x_t$ denotes the resulting DGP. The compound Poisson jump process $j_t$ is defined as in Ross (2007) by

$$j_t = \sum_{i=1}^{N_t} D_i \quad \text{with} \quad D_i \sim \mathcal{N}(0, s_p^2) \quad \text{and} \quad N_t \sim \mathcal{P}(\lambda_p),$$

where $s_p$ controls the jump size and $\lambda_p$ the jump rate, at which the jumps are expected to occur. For the jump experiments we set $s_p$ to 0.1, 1, and 10, i.e., 10%, 100%, or 1000% of the standard deviation of a regular innovation to reflect increasingly higher levels of disturbance. The larger $s_p$, the larger the variance of the distribution from which the jumps are drawn, and the larger is the average jump in magnitude (while the mean over positive and negative jumps is still zero). The parameter $\lambda_p$ is set to $N/10$, where $N$ denotes the length of the generated time series. In other words, a jump is supposed to occur after the passing of $\lambda_p$ periods in expectation. Thus, for $N = 2500$, 10 jump events are expected to happen, corresponding to 0.4% of all observations. This parameter is selected in accordance with the jump analysis of Jondeau et al. (2015). Superposing the DGP $s_t$ with the compound Poisson Jump process results in a corresponding mean shift by the actual jump size that occurred at each jump event. With the jump size parameter $s_p$, we can hence adjust the expected level of distortion occurring at each event.

**Noise process**

In some Monte Carlo settings, we pollute the original DGP $s_t$ with a stochastic mean drift by superposing $s_t$ with a random walk $n_t$ as follows,

$$x_t = s_t + n_t,$$

where $x_t$ denotes the resulting DGP, and where $n_t$ is given by

$$n_t = n_{t-1} + \varepsilon_t \quad \text{with} \quad \varepsilon_t \sim \mathcal{N}(0, \sigma_N^2).$$

As is customary in the fields of electrical and telecommunications engineering, the realization of different levels of noise leads to our definition of the signal to noise ratio, $SNR$. We compute it as the ratio of the unconditional variance of the structured process $\sigma_S^2$ and the
variance of the innovations of the random walk\textsuperscript{1} \( \sigma_N^2 \),

\[
SNR = \frac{\sigma_S^2}{\sigma_N^2},
\]

where \( \sigma_S^2 \) is empirically derived.

For this simulation, we choose four different noise levels:

- No noise: \( SNR \to \infty \)
- Low noise: \( SNR = 20 \)
- Medium noise: \( SNR = 4 \)
- High noise: \( SNR = 2 \)

With the superposition in equation (11), we achieve a resulting DGP \( x_t \) that is globally nonstationary due to the random walk overlay. However, depending on \( SNR \), the process may still be locally predictable - as long as the stochastic mean drift remains small compared to the deterministic components in the original DGP \( s_t \). By decreasing \( SNR \), we can hence increase the level of pollution by stochastic mean drift - and assess the reaction of different machine learning algorithms.

\textit{Prediction target, feature engineering and preprocessing}

\textit{Prediction target}

As outlined in the beginning, we use a binary prediction target to ensure comparability of the results across DGPs - even irrespective of the introduced distortions, i.e., jumps and noise. In particular, we compute a binary target \( y_t \) specifying whether the realization of the process \( (x_t)_{t \in T} \) at time \( t \) is larger than or equal to its value in \( t - 1 \) or not\textsuperscript{2}

\[
y_t = \begin{cases} 
1 & \text{if } x_t - x_{t-1} \geq 0 \\
0 & \text{otherwise.} 
\end{cases}
\] (14)

\textsuperscript{1}We use the variance of the innovations of the random walk, given that its unconditional variance grows linearly with \( t \).

\textsuperscript{2}Please note that unless otherwise stated, \( x_t \) always refers to the process regardless of whether or not is is superposed with noise or jumps. Specifically, \( x_t \) equals \( s_t \) in case no distortions are present.
Feature engineering

Feature engineering is a crucial element in data science. In our context, features are generally derived from historical time series data prior to or at the time of prediction. We use a variety of features in different combinations to examine their impact on the results (Ahmed et al., 2010).

- **Lagged values** $x_{t-1}, x_{t-2}, \ldots, x_{t-N}$ (LAGS): In the default case, we take the past two lagged time series values as features. Furthermore, we vary the number of lagged values between one and five to analyze their impact on the quality of the predictions. Regarding our DGPs outlined in subsection 2.1.1, two lags would be optimal, but we aim to assess the robustness versus using fewer or more lags (model mis-specification).

- **First differences** $\Delta x_{t-1}, t_{t-2}, \Delta x_{t-2}, t_{t-3}, \ldots, \Delta x_{t-N-1}, t_{t-N}$ (DIFF): The first backward difference of the time series. We expect this feature to improve classification accuracy under the influence of nonstationarity, given that first differences are independent of the level of the time series. When using first differences as features, we always feed the last two lagged values, i.e., $\Delta x_{t-1}, \Delta x_{t-2}$.

- **Moving averages (MA)**: Smoothed representations of the time series by simple moving averages with window sizes $W$ of 2, 4, and 8:

$$z_t^{(W)} = \frac{1}{W} \sum_{i=1}^{W} x_{t-W+i}$$

(15)

where $z_t^{(W)}$ denotes the time series value at time $t$ smoothed over a window of size $W$. We hypothesize that these features may improve classification accuracy by smoothing out noise (Ahmed et al., 2010). When adding MA, we use the first lagged value of each moving average as input feature, i.e., $z_{t-1}^{(W)}$.

Preprocessing

We perform two kinds of preprocessing, standardization and outlier removal.

**Standardization**: Standardizing means bringing each column in a feature matrix to the same scale. Features of varying scale are hurtful to the learning process of many algorithms. For example, distance-based algorithms typically malfunction, if features contribute unequally to the total distance (Qian et al., 2004). But standardization can also have a pos-
Step 1: Identify outliers in first differences of raw time series (depicted below is the raw time series)

Step 2: Construct estimated compound Poisson process

Step 3: Compute residual time series by subtracting the estimated compound Poisson process from raw time series

Step 4: From the residual time series, compute the section-wise mean between the jumps

Step 5: Subtract the section-wise mean from the residual time series

Figure 1: Procedure to remove jumps with LOF.

itive effect on training times. For example, algorithms relying on stochastic gradient descent (SGD) typically converge faster when training on normalized data (Ioffe and Szegedy, 2015). We standardize by subtracting the column mean from each column in the feature matrix and dividing by the column standard deviation both obtained from the training set, i.e., the features corresponding to the first 2000 observations of the time series.

Outlier removal: The outlier removal procedure is based on the well known anomaly detection algorithm “local outlier factor” (LOF) by Breunig et al. (2000). For each data point, a local density is estimated based on its $k$ nearest neighbors and a score is computed with that density. If a data point’s outlier factor significantly deviates from those of its neighbors, it is considered an outlier. This procedure hence requires multiple steps and is depicted in figure 1.

First, we start by identifying the outliers and their positions in the time series with
the LOF algorithm by applying it to the first differences of the time series. Second, we assume that each of these outliers results in a mean shift, and we construct a time series of successive mean shifts - a compound Poisson process. Third, we subtract the estimated compound Poisson process from the raw time series. This procedure can be understood as the empirical inverse to (9), whereby jump position and sizes are estimated from the data in order to eliminate the mean shifts. Finally, for the residual series, we compute the mean, section-by-section between jumps, and subtract it from the residual series - hence eliminating all remaining mean shifts. To avoid look-ahead bias, we perform this procedure in an expanding window approach. Specifically, we apply these steps on the whole training set, then on the whole training set and the first out of sample observation, then on the whole training set and the first two out of sample observations, and so forth.

Model training and evaluation

Overview of applied models

It is impossible to consider the abundance of machine learning models existing today. Therefore, we only concentrate on the most common algorithms which are also accessible through the Python package scikit-learn (Pedregosa et al., 2011).

Model parametrization and validation are very challenging tasks. Ideally, one would specify a range for each parameter, iterate through it in a grid search manner and validate the models to identify the optimal parameter constellation from the grid. This approach is extremely time consuming and exceeds the scope of our simulation study by far. Just to clarify - we would have to conduct such parameter tunings one time for each model and DGP - resulting in a total of 64 grid searches for each Monte Carlo setting. Instead, we parameterize our models with specifications that are supposed to work across a wider range of applications, following recommendations from the literature.

Multilayer perceptron (MLP)

The MLP is a very popular form of artificial neural networks that can be applied to both regression and classification problems (Zhang et al., 1998; Zhang, 2003; Hastie et al., 2008). MLPs are fully connected multilayer feedforward networks composed of several layers. Hereby,
the first layer represents the input of the network and the last layer provides its output. Between these layers, one or more so called, hidden layers are arranged. We apply the most widely used form of MLPs which consists of exactly one hidden layer.

Mathematically, MLPs can be interpreted as nonlinear function mappings $f_k(X)$ from the inputs to the outputs. For a general $K$-class classification problem, we can hence describe the network as a series of equations (Hastie et al., 2008):

$$Z_m = \sigma(\alpha_{0m} + \alpha_m^T X), \quad m = 1, ..., M,$$
$$T_k = \beta_{0k} + \beta_k^T Z, \quad k = 1, ..., K,$$
$$f_k(X) = g_k(T), \quad k = 1, ..., K.$$ \hspace{1cm} (16)

Thereby, $X$ denotes the input vector of $P$ features, $\alpha_{0m}$, $\beta_{0k}$ are bias units, $\alpha_m$, $\beta_k$ are the weights connecting the $m^{th}$ hidden neuron with each of the $P$ features, and the $k^{th}$ output neuron with each of the $M$ hidden neurons respectively. Furthermore, $\sigma(\cdot)$ and $g_k(\cdot)$ denote activation functions. The three equations work as follows. First, each of the $M$ hidden neurons receives a linear combination of the $P$ inputs, and nonlinearly transforms it with $\sigma(\cdot)$ to a derived feature $Z_m$. Second, the $M$ derived features are fed into each of the $K$ output neurons with their respective weight, where they are nonlinearly transformed with $g_k(\cdot)$ to $K$ outputs - corresponding to $K$ classes.

In the literature, there is a very wide range of choices and rules of thumb for the number of hidden layers, neurons, and activation functions. We hence decide to work with two generic MLPs. The first, smaller net contains one hidden layer with $M = 10$ hidden neurons (MLP10); the second, larger net has one hidden layer with $M = 100$ neurons. In case of two input features, this results in 41 parameters that need to be trained for the MLP10 and 401 for the MLP100 respectively. In both networks, we make use of the rectifier linear unit function in the hidden layer - a common, typically well-performing choice and the default in scikit-learn (Pedregosa et al., 2011). For the output layer, we only use one neuron with a sigmoid activation function. Hence, the output $f_1(X)$ can be interpreted as the probability

---

3 $2 \times 10 + 10 \times 1$ coefficients and $10 + 1$ bias terms for the MLP10; $2 \times 100 + 100 \times 1$ coefficients and $100 + 1$ bias terms for the MLP100.
that our time series rises or remains constant in period $t$ (corresponding to class “1”). The probability that the time series falls in $t$ (class “0”) is hence $1 - f_1(X)$. Note that the number of input neurons is given by the number of features for both architectures.

**Logistic regression (LR)**

Despite its name, it should be emphasized that logistic regression is an algorithm for classification settings. It has been developed to model the posterior probabilities of $K$ possible outcomes (classes) by linearly combining the inputs $x$. Hereby, the LR model ensures that the probabilities of all possible classes $K$ sum up to 1 while each individual probability has a value between 0 and 1. For a $K$-class classification problem, the model consists of $K - 1$ log odds of the following form (Hastie et al., 2008):

$$
\log \frac{P(K = 1|X = x)}{P(K = K|X = x)} = \beta_{10} + \beta_1^T x
$$

$$
\log \frac{P(K = 2|X = x)}{P(K = K|X = x)} = \beta_{20} + \beta_2^T x
$$

$$
\log \frac{P(K = K - 1|X = x)}{P(K = K|X = x)} = \beta_{(K-1)0} + \beta_{(K-1)}^T x
$$

(17)

Hereby, $P(K = k|X = x)$ with $k \in \{1, 2, ..., K - 1\}$ is the posterior probability of class $k$ given the input vector of observation $x$. Furthermore, $\beta_{k0}$ denotes the intercept and $\beta_k$ the coefficients for the respective class $k$. As our classification problem consists of two classes (“upward” and “downward”), the model becomes a single linear function, i.e., $\beta_{10} + \beta_1^T x$ that can be estimated by maximum likelihood using the $N$ observations from the training data:

$$
L(\beta) = \sum_{i=1}^{N} \left\{ y_i \beta^T x_i - \log(1 + \exp(\beta^T x_i)) \right\}
$$

(18)

In the above loss function $L$, $\beta$ comprises $\{\beta_{10}, \beta_1\}$ and the input vector $x_i$ is extended by the constant “1” to also incorporate the intercept.

For this study we use LogisticRegressionCV from the scikit-learn package (Pedregosa et al., 2011) as LR implementation which performs a grid search on the $l2$ regularization

---

4 Alternatively, a softmax activation function with $K = 2$ output neurons could have been chosen.
parameter in the range from $10^{-4}$ to $10^4$. Furthermore, we set `max_iter` to 5000 and use the default algorithm `liblinear` as solver.

**Naïve Bayes (NB)**

Naïve Bayes classifiers are based on the Bayes’ theorem and have proven to be fast, reliable and very effective in many different applications including spam filtering, taxonomic studies, and decision making in medical treatments (Raschka, 2014). The designation “naïve” relates to the NB assumption that the features are mutually independent - an assumption which in general is not true (Raschka, 2014; Hastie et al., 2008). Nonetheless, NB classifiers often outperform more complex machine learning models, even though its assumptions are not fully met (Hastie et al., 2008; Lewis, 1998; Hand and Yu, 2001). The base principle behind NB classifiers is the calculation of posterior probabilities, i.e., the probability $P(K = k | X = x)$ that an observation $x$ belongs to class $k$ given its features. Following Raschka (2014), this can be formalized as:

$$P(K = k | X = x) = \frac{P(X = x | K = k)P(K = k)}{P(X = x)}$$  \hspace{1cm} (19)

The predicted class label for an observation $x$ is then the class $k$ which has the highest posterior probability according to equation (19).

For our simulation study we use the `GaussianNB` classifier from the scikit-learn package, where the likelihood of the features is assumed to be Gaussian (Pedregosa et al., 2011).

**k-Nearest neighbors (kNN)**

The kNN classifier is one of the simplest machine learning techniques. The class of a given data point $x_0$ is found by performing a majority vote among the $k$ neighbors which are closest in distance $d_i$ to $x_0$ (Bishop, 2007). A number of distance metrics are possible but the most common one is the Euclidean distance, given as.

$$d_i = ||x_i - x_0||.$$

In our experiments, we take 5 neighbors into account, reflecting the default value in the scikit-learn package - often a good compromise to limit overfitting (which occurs for small $k$) while still obtaining meaningful decision boundaries (Pedregosa et al., 2011).
Classification and regression trees (CART)

As suggested by the name “classification and regression trees”, CARTs can be applied to both classification and regression problems. They operate by learning a series of decision rules from the training data, based on which they infer the value (regression) or class label (classification) of new observations (Raschka, 2015). Hereby, the decision rules are computed in a way that they separate the samples of each class as effectively as possible, i.e., by maximizing the information gain at each split\(^5\). This procedure starts at the root of the tree and is recursively repeated at each node until the samples in all child nodes of the tree are pure or another stop criterion, e.g., maximum tree depth is reached. Following Raschka (2015), the information gain \( IG \) for a binary split can be formalized as

\[
IG(D_{\text{parent}}, f) = I(D_{\text{parent}}) - \left[ \frac{N_{\text{left child}}}{N_{\text{parent}}} I(D_{\text{left child}}) + \frac{N_{\text{right child}}}{N_{\text{parent}}} I(D_{\text{right child}}) \right].
\]  

(21)

Thereby, \( D_{\text{parent}} \), \( D_{\text{left child}} \) and \( D_{\text{right child}} \) denote the data sets prior to and after the split with feature \( f \); \( N_{\text{parent}} \), \( N_{\text{left child}} \) and \( N_{\text{right child}} \) denote the corresponding number of samples, and \( I(\cdot) \) denotes the applied impurity measure. The information gain \( IG \) is then defined as the difference in impurity prior to \( I(D_{\text{parent}}) \) and after the split (weighted impurities \( I(D_{\text{left child}}) \) and \( I(D_{\text{left child}}) \)).

For our study, we make use of the DecisionTreeClassifier implementation from the scikit-learn package with the gini impurity measure (scikit-learn default) and a maximum tree depth of 10 (Pedregosa et al., 2011).

Random forests (RF)

Random Forests (Breiman, 2001; Ho, 1995) are an ensemble technique averaging the predictions of a large number of decorrelated decision trees. They usually show good performance with better generalization properties than individual trees, are relatively robust to outliers and require virtually no parameter tuning (Raschka, 2015). Random forests are built on two main ideas - bagging to build each tree on a different bootstrap sample of the training data,

\(^5\)A potential decision rule based on the feature “value of the time series as lag 1” could be whether or not the value is larger than 0.5.
and random feature selection to decorrelate the trees. The training algorithm is fairly simple and can be summarized along the lines of Hastie et al. (2008): For each of the \( B \) trees in the ensemble, draw a bootstrap sample \( Z \) from the training data. When growing the tree \( T_b \) on \( Z \), randomly draw \( m \) of the \( p \) features which are available as candidates for the split in the respective node. Finally, add the grown tree \( T_b \) to the ensemble. During inference, each of the \( B \) trees makes a prediction \( \hat{c}_b(x) \) for the class label of the new observation \( x \). The final prediction of the random forest \( \hat{c}_{RF}(x) \) is then the majority vote of the \( B \) trees, i.e., \( \hat{c}_{RF}(x) = \text{majority vote}\{\hat{c}_b(x)\}_1^B \).

Inspired by Breiman (2001) we proceed with a RF containing 100 trees, each with a max depth of 10 for our simulation study. All our trees use cross-entropy as impurity measure and we set \( m = \sqrt{p} \) features - the default choice for classification settings.

**Gradient boosting trees (GBT)**

Boosting (Schapire, 1990) is another ensemble technique, which additively combines many weak learners to a powerful ensemble. As opposed to random forests, where each tree is independently built on a bootstrap sample, GBT grows a sequence of trees \( T_m(x), m = 1, 2, 3, \ldots \) on repeatedly adjusted versions of the training data (Hastie et al., 2008). Specifically, after each boosting iteration (one iteration is the fitting of one tree), the weights of the previously misclassified observations are increased and the weights of the correctly classified samples are decreased. As a result, all successive trees in the sequence put more attention on the “difficult” observations. During inference, and as in the random forest case, each of the \( M \) trees make its prediction \( \hat{f}_m(x) \). The final prediction of the GBT \( \hat{f}_{GBT}(x) \) is then a weighted majority vote:

\[
\hat{f}_{GBT}(x) = \text{sign}\left(\sum_{m=1}^{M} w_m \hat{f}_m(x)\right).
\]

(22)

Thereby, \( w_m, m = 1, 2, 3, \ldots \) denotes the weight of the prediction of the respective tree \( \hat{f}_m(x) \) which has been computed by the boosting algorithm during the training phase.

For our simulation study, we follow Friedman (2002) and employ a GBT consisting of 100 shallow decision trees with a maximum depth of 3. Furthermore, we set the learning rate to 0.1 - the default value in the scikit-learn software package (Pedregosa et al., 2011).
Comparison metric and model performance evaluation

Even though recent research focuses on cross-validation techniques (CV) (Kohavi et al., 1995; Bergmeir and Benítez, 2012; Bergmeir et al., 2014, 2015), we apply a classic out-of-sample validation scheme. The latter is still highly accepted, commonly used, less computationally expensive, and preserves the time structure of our data. To be precise, we perform an 80/20 split. Therefore, the first 2000 observations of the time series belong to the training set and the last 500 observations to the holdout test set, on which the results are evaluated. As evaluation metric, we opt for classification accuracy. The proportion of correctly classified samples to all samples is very easy to interpret and allows us to compare between DGPs with different structure. Also, this metric is numerically stable and works well for all models.

Obtaining the benchmark - ambition level analysis

Prior to evaluating the different machine learning models against each other, we take one intermediate step to establish a benchmark for each DGP. Specifically, we compute the optimal forecast, using the model equation of the respective DGP. The predictive accuracy of the optimal forecast constitutes an “ambition level”, i.e., the best result we could possibly attain with a machine learning algorithm. Note that a related exercise has also been conducted by, e.g., Connor et al. (1994) in a different setting.

To derive the ambition levels, we proceed as follows. For each DGP, we use the respective process equation as outlined in subsection 2.1.1 to compute the optimal forecast \( \hat{s}_t \) as

\[
\hat{s}_t = E(s_t|\mathcal{F}_{t-1}) = E(s_t|s_{t-1}, s_{t-2}, \ldots),
\]

where \( \mathcal{F} \) denotes the information set up until time \( t - 1 \). When computing expectations, we set \( \varepsilon_t \) to its expected value of zero and all other lagged terms to their true values. Then, we transform this forecast value into a binary prediction by assigning a “1” in case \( \hat{s}_t \) is larger or equal to \( s_{t-1} \), and a “0” otherwise. Finally, we compute the achieved accuracy by comparing the prediction with the actual binary target\(^6\). To increase robustness of the results, we perform 1000 replications in a Monte Carlo setting, and average the results per DGP.

\(^6\)Again, a “1” is assigned in case \( s_t \) is larger than or equal to \( s_{t-1} \), and a “0” otherwise.
Table 1 shows the ambition level for each DGP. We make two main observations. First, the analysis clearly underlines the stochastic nature of the DGPs. Even though we have perfect knowledge of the process equations, the highest predictive accuracy is 80.71% (NMA). Second, the analysis reveals strong differences in terms of “forecastability” between the DGPs, ranging from an accuracy of 65.55% for AR(2) up to 80.71% for NMA. The differences can be attributed to the relative importance of the error term $\epsilon_t$ compared to the deterministic part. The intuition is as follows: The stronger the deterministic movement ($|\hat{s}_t - s_{t-1}|$), the higher $\epsilon_t$ needs to be in order to change the direction of the overall movement. Such an event is more likely, when the deterministic movement is small.

<table>
<thead>
<tr>
<th>DGP</th>
<th>AR(2)</th>
<th>BL(1)</th>
<th>BL(2)</th>
<th>NAR(2)</th>
<th>NMA</th>
<th>SAR(2)</th>
<th>STAR(2)</th>
<th>TAR(2)</th>
<th>$\varnothing$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>65.55%</td>
<td>76.40%</td>
<td>73.82%</td>
<td>73.81%</td>
<td>80.71%</td>
<td>71.70%</td>
<td>77.73%</td>
<td>76.21%</td>
<td>74.49%</td>
</tr>
</tbody>
</table>

Table 1: Ambition levels, i.e., best possible accuracy that can be achieved with the optimal forecast for each of the eight DGPs.

Another angle to look at the results is the complexity of the decision boundary, i.e., the hyperplane separating the two classes (Dreiseitl and Ohno-Machado, 2002). Figure 2 shows the decision boundary obtained from the optimal forecast. Each plot can be read as follows: The x-axis represents the value of the process realization at time $t - 1$ (i.e., $s_{t-1}$) and the y-axis the value at $t - 2$, (i.e., $s_{t-2}$). Each contour plot hence spans a grid with all possible combinations of $s_{t-1}$ and $s_{t-2}$ with the shading of the areas denoting the value of the prediction. The lighter shaded areas represent a prediction of “1”, i.e., $\hat{s}_t \geq s_{t-1}$, and the darker areas a prediction of “0”. For illustrative purposes, we have included the decision boundary for an AR(1) process in the upper left corner. As expected, we make two observations. First, and as the AR(1) process equation suggests, the forecast solely depends on the value of $s_{t-1}$ and the decision boundary hence runs in parallel to the y-axis. Second, please note that the findings in table 1 are specific to the concrete coefficients of the process equations outlined in subsection 2.1, i.e., they do not imply that an AR(2) process is in general harder to predict than an NMA process.

An introduction on contour plots to visualize decision boundaries is available in Raschka (2015). An exception forms the NMA process where the x-axis represents $\epsilon_{t-1}$ and the y-axis $\epsilon_{t-2}$.
Figure 2: Optimal decision boundaries by DGP. The lighter shaded areas indicate a forecast value of “1”, i.e., $s_t$ is larger than or equal to $s_{t-1}$; the darker shaded areas a forecast value of “0”. The x-axis denotes $s_{t-1}$, the y-axis $s_{t-2}$. An exception forms the NMA process, where the x-axis denotes $\varepsilon_{t-1}$ and the y-axis $\varepsilon_{t-2}$. Furthermore, we have omitted the BL2 process, as it cannot be plotted in the same logic in two dimensions.

the forecast is “1” for all values $s_{t-1} \geq 0$ and “0” for all values $s_{t-1} < 0$. This corresponds to the mean reversion property of the AR(1) process. All other plots can be interpreted in a similar manner - even though some of the decision boundaries have a more complex, in some cases clearly nonlinear shape. Surprisingly, DGPs such as STAR2 with its coefficients obtained from the literature (see Zhang et al. (1998)) seem to be almost linearly separable - despite their general ability to describe nonlinear intertemporal dependencies.

**Monte Carlo simulations**

In total, we conduct 29 Monte Carlo experiments in four groups - base analysis, lag analysis, jump effect analysis, and noise analysis. Each group aims at answering the research questions raised in the introduction. Details are presented here below and in table 2.

(1) **Base analysis**: The objective is to predict directional movement of time series generated from the DGPs outlined in subsection 2.1. We use the past two lags as input features,
and do not introduce any additional form of disturbance on top of the stochastic nature of
the error terms $\varepsilon_t$. This analysis is conducive in two respects. First, we are able to assess
how close each of the machine learning algorithms gets to the ambition level. Second, in
subsequent experiments, the findings serve as a base case to analyze the impact of further
distortions.

(2) *Lag analysis*: The second group analyses the impact of the number of lagged values as
input features. In the base case, we feed two lagged values - corresponding to the number of
lags in the underlying DGPs. The lag analysis reveals the impact of model mis-specification,
i.e., when using a higher or lower number of lags ranging from 1 to 5.

(3) *Jump effect analysis*: We evaluate the impact of permanent jumps of different sizes
by superposing compound Poisson jump processes on the original DGPs - see subsection
2.1. Subsequently, we evaluate different variants of feature engineering and preprocessing
to balance the adversarial effect of jumps. Specifically, we consider only lags as features
(3a), lags and first differences (3b), lags and LOF preprocessing (3c), as well as lags, first
differences, and LOF preprocessing (3d). For a review of these techniques, see subsections
2.2.2 and 2.2.3. As outlined in subsection 2.1.2, each DGP is expected to exhibit 10 jumps
on average with magnitudes of 0.1, 1, and 10. The number of lags and the degree of noise is
the same as in the base case.

(4) *Noise analysis*: In the fourth group, we evaluate the impact of stochastic mean drifts
by superposing a random walk on the original DGPs - see subsection 2.1.3. Next, we assess
whether feature engineering may help to eliminate some of the noise. Specifically, we con-
sider only lags as features (4a), lags and first differences (4b), lags and moving averages (4c),
as well as lags, first differences, and moving averages (4d). Noise levels are low, medium,
and high, following the definitions in 2.1.3.

For each Monte Carlo experiment, we generate 1000 time series of length 2500 from each
DGP. The first 2000 observations are used for training, and the last 500 observations for
validation. All eight models are individually trained and validated on each of the 1000 time
series per DGP. Averaging predictive accuracies over all 1000 time series per DGP per model
provides us with a statistically robust assessment of model performance.
<table>
<thead>
<tr>
<th>Group</th>
<th>#</th>
<th>Jump size</th>
<th>Noise level</th>
<th>MA</th>
<th>DIFF</th>
<th>LAGS</th>
<th>LOF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base analysis</td>
<td>1</td>
<td>no noise</td>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lag analysis</td>
<td>2</td>
<td>no noise</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>no noise</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>no noise</td>
<td></td>
<td></td>
<td></td>
<td>4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>no noise</td>
<td></td>
<td></td>
<td></td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Jump analysis</td>
<td>3a</td>
<td>0.1</td>
<td>no noise</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3a</td>
<td>1</td>
<td>no noise</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3a</td>
<td>10</td>
<td>no noise</td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3b</td>
<td>0.1</td>
<td>no noise</td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3b</td>
<td>1</td>
<td>no noise</td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>3b</td>
<td>10</td>
<td>no noise</td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td>Noise analysis</td>
<td>4a</td>
<td>low noise</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4a</td>
<td>medium noise</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4a</td>
<td>high noise</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td></td>
</tr>
<tr>
<td></td>
<td>4b</td>
<td>low noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4b</td>
<td>medium noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4b</td>
<td>high noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4c</td>
<td>low noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4c</td>
<td>medium noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4c</td>
<td>high noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4d</td>
<td>low noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4d</td>
<td>medium noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>4d</td>
<td>high noise</td>
<td></td>
<td></td>
<td></td>
<td>+</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 2: Overview of conducted Monte Carlo experiments.
Empirical results

In this chapter we finally apply the machine learning models to the outlined prediction task. For illustration of the effects of our mitigation and improvement measures we make use of the relative change to the base case in percent given by \( \left( \frac{\text{New absolute value}}{\text{Absolute base case value}} - 1 \right) \times 100 \). Where appropriate, we selectively include plots of the obtained decision boundaries to further illustrate some of the observed effects.

Base analysis

The goal of the base analysis is threefold. First, we aim to determine how close the different machine learning models come to the best possible result obtained during the ambition level analysis (see subsection 2.4). Second, we wish to identify differences in “predictability” between DGPs, i.e., whether certain DGPs are easier or harder to predict across all our applied machine learning models. Third, we aim to spot particularities on the level of DGP and model, e.g., whether specific models should be avoided for certain DGPs.

<table>
<thead>
<tr>
<th>DGP</th>
<th>Ambition level</th>
<th>Panel A</th>
<th>Panel B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>ML models</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>LR</td>
<td>MLP10</td>
</tr>
<tr>
<td>AR(2)</td>
<td>65.55%</td>
<td>63.37%</td>
<td>65.47%</td>
</tr>
<tr>
<td>BL(1)</td>
<td>76.40%</td>
<td>72.72%</td>
<td><strong>74.14%</strong></td>
</tr>
<tr>
<td>BL(2)</td>
<td>73.82%</td>
<td>69.64%</td>
<td>68.70%</td>
</tr>
<tr>
<td>NAR(2)</td>
<td>73.81%</td>
<td>72.49%</td>
<td>73.64%</td>
</tr>
<tr>
<td>NMA</td>
<td><strong>80.71%</strong></td>
<td><strong>78.76%</strong></td>
<td>79.76%</td>
</tr>
<tr>
<td>SAR(2)</td>
<td>71.70%</td>
<td>65.80%</td>
<td>61.18%</td>
</tr>
<tr>
<td>STAR(2)</td>
<td>77.73%</td>
<td>76.03%</td>
<td>77.54%</td>
</tr>
<tr>
<td>TAR(2)</td>
<td>76.21%</td>
<td>75.51%</td>
<td>76.10%</td>
</tr>
<tr>
<td>∅</td>
<td>74.49%</td>
<td>71.79%</td>
<td>72.07%</td>
</tr>
</tbody>
</table>

Table 3: Panel A and B summarize the achieved accuracies of the machine learning models in the base case. Panel A contrasts the best possible accuracy (ambition level) with the average performance achieved across all our machine learning models. Panel B further details the results for each model and DGP individually and shows the results on model-level, i.e., the average performance of a specific machine learning model across all DGPs (column average at the very bottom). The highest value of the respective column/row is highlighted in bold.

Model performance: Looking at the column average in Panel B of table 3, we see that the MLP100 (73.44%), the MLP10 (73.21%), and the GBT (72.95%) cope best with the broad
mix of linear and nonlinear DGPs. All three models come close to the overall ambition level of 74.49%. In particular, the MLP100 achieves first place in five of the eight examined DGPs and is only outperformed once by the GBT in case of the SAR(2) process with a clear margin of 1.52% (69.05% vs. 70.57%). The underlying reason is related to the straight edges and rectangular shape of the decision boundary of the SAR(2) process which is natural to and hence advantageous for the GBT as well as the other tree-based machine learning models (see also deep dive on decision boundaries further below).

With an average accuracy of 72.07%, the LR still presents a good choice in many cases, especially when considering its usually low computational costs. Looking at the details in Panel B, we find the LR to be competitive when applied to most of the DGPs - the exception are BL(2) and SAR(2), where its performance drops significantly. Both of these DGPs are characterized by strongly nonlinear decision boundaries (see figure 2), where simpler model classes reach their limit.

The lower end of the ranking consists of CART (69.61%) followed by NB (70.26%) and kNN (70.49%). All of these models, with the exception of NB for TAR(2), clearly fall behind the top tier. In case of CART, the underperformance can be attributed to overfitting caused by the relative high tree depth of 10. In case of NB, the root cause for the poor performance lies in the autocorrelated nature of the DGPs, leading to correlated features, and thus violating the NB assumption of independence between every pair of features.

Looking at the different DGPs in general (see Panel A of table 3), we see that the DGPs with linear decision boundaries (group 1), e.g., AR(2) can be well predicted with both linear and nonlinear machine learning models. Group 2, i.e., STAR(2) and TAR(2) which both show weak nonlinearities, are still a good fit for linear models such as the LR, as the model learns a fairly good approximation of the decision boundary. Finally in group 3 (SAR(2) and BL(2)), the performance of the linear models drops significantly as the nonlinearities of the DGPs become too strong.

**Deep dive on decision boundaries:** To further illustrate some of the insights described above, we visualize the decision boundaries learned by the different machine learning models. Figure 3 exemplarily depicts the decision boundaries for the SAR(2) process. The sub plot on the top left corresponds to the decision boundary obtained from the optimal forecast
(see subsection 2.4). The other eight sub-plots show the decision boundaries learned by the different machine learning models. Each of these plots can be interpreted similar to section 2.4 (ambition level analysis) with the lighter shaded areas denoting the prediction of an “upward” and the darker shaded areas the prediction of a “downward” movement of the process in the next period \( t \). The colored points follow the same color coding and represent a subset of the actual observations that were used to fit the machine learning models. We make the following observations: Looking at the optimal decision boundary on the plot on the top left, we see that the prediction (“1” versus “0”) is almost solely dependent on the value of the SAR(2) process at time \( t - 1 \) (x-axis). Two exceptions can be observed around the middle of the plot where the value of the process at time \( t - 2 \) has an impact on the prediction. Moreover, we observe straight edges and a rectangular shape of the optimal decision boundary that can be attributed to the SAR(2) process equation.

When looking at the decision boundaries learned by the individual machine learning models, we gain a series of further insights: As expected, the LR model can only poorly approximate the strong nonlinearity of the SAR(2) decision boundary with a straight line resulting in the rather low performance in terms of predictive accuracy. Second, the two MLPs, the three tree based methods (CART, RAF, and GBT) and even kNN produce fairly good results with a decision boundary more or less resembling the optimum. In addition, we see signs of overfitting for the CART, i.e., very fine grained sub-areas throughout the plot. Lastly, the poor performance of NB (see previous paragraph) is also visually reflected in its decision boundary (see sub-plot on the bottom right in figure 3).

**Summary:** From the base analysis we obtain the following key takeaways. First, MLPs and GBT are well suited for a broad variety of DGPs and come quite close to the ambition level. Second, in case of none or only weak nonlinearities, LR is a good choice. Third, NB, kNN, and CART are less suitable for time series prediction.

**Lag analysis**

The goal of the lag analysis is to assess how sensitive the performance of our machine learning models reacts to varying numbers of lagged values that are used as input features. This analysis is of particular importance as in general, we do not know the true, underlying
Figure 3: Decision boundaries obtained for SAR(2) process. The lighter shaded areas indicate a forecast value of “1”, i.e., $s_t$ is larger than or equal to $s_{t-1}$; the darker shaded areas a forecast value of “0”. The x-axis denotes $s_{t-1}$, the y-axis $s_{t-2}$. The dots represent a subset of the actual observations that were used to fit the models with the color coding being similar to the one of the areas.

DGP that we aim to predict. In other words, we assess the effect of model mis-specifications, i.e., that a researcher selects too many or too few lags as input features.

Model performance: Table 4 depicts the average accuracy of our machine learning models
Table 4: Panel A and B summarize the average accuracies of the machine learning models across all DGPs for different number of lags that are used as input features. Panel A contrasts the achieved accuracies with the base case in which two lagged values are used as input features. The column average at the bottom of Panel A depicts the average performance for a given number of lags across all models and DGPs. Panel B depicts the results of Panel A as relative change compared to the base case. The highest value of the respective column/row is highlighted in bold.

<table>
<thead>
<tr>
<th>Model</th>
<th>Base case</th>
<th>Panel A: Number of lags</th>
<th>Panel B: Relative change to base case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 3 4 5</td>
<td>1 3 4 5</td>
<td>1 3 4 5</td>
</tr>
<tr>
<td>LR</td>
<td>72.07%</td>
<td>69.85% 72.10% 72.10% 72.10%</td>
<td>71.54% -3.08% 0.05% 0.05% 0.05% 0.05%</td>
</tr>
<tr>
<td>MLP10</td>
<td>73.21%</td>
<td>71.33% 73.10% 72.99% 72.84%</td>
<td>72.56% -2.57% -0.15% -0.30% -0.50% -0.88%</td>
</tr>
<tr>
<td>MLP100</td>
<td>73.44%</td>
<td>71.66% 73.46% 73.38% 73.25%</td>
<td>72.94% -2.42% 0.02% -0.09% -0.27% -0.69%</td>
</tr>
<tr>
<td>CART</td>
<td>69.61%</td>
<td>68.83% 69.19% 68.83% 68.61%</td>
<td>68.87% -1.09% -0.61% -1.09% -1.43% -1.65%</td>
</tr>
<tr>
<td>RF</td>
<td>72.30%</td>
<td>69.03% 72.74% 72.67% 72.77%</td>
<td>71.80% -4.52% 0.61% 0.52% -0.65% -0.69%</td>
</tr>
<tr>
<td>GBT</td>
<td>72.95%</td>
<td>70.71% 72.99% 72.95% 72.90%</td>
<td>72.39% -3.07% 0.06% -0.01% -0.06% -0.76%</td>
</tr>
<tr>
<td>kNN</td>
<td>70.49%</td>
<td>68.05% 70.29% 69.87% 69.32%</td>
<td>69.38% -3.47% -0.29% -0.88% -1.66% -1.58%</td>
</tr>
<tr>
<td>NB</td>
<td>70.26%</td>
<td>69.14% 69.57% 69.62% 69.33%</td>
<td>69.42% -1.59% -0.98% -0.91% -1.32% -1.20%</td>
</tr>
<tr>
<td>φ</td>
<td>71.79%</td>
<td>69.83% 71.68% 71.55% 71.39%</td>
<td>71.11% -2.74% -0.16% -0.33% -0.56% -0.94%</td>
</tr>
</tbody>
</table>

Summary: From the lag analysis we obtain the following key takeaways. First, using too
few lags has a more negative effect on model performance than using too many. Second, random forests can even profit from additional lagged values.

Jump effect analysis

The goal of the jump effect analysis is twofold. First, we aim at assessing the impact of jumps on our machine learning models, i.e., we analyze the change in predictive accuracy for varying jump sizes. Second, we wish to compare different techniques to remove the jumps from the time series or to reduce their impact. In particular, we investigate the effect of using first differences (DIFF) as additional features as well as the effect of jump removal with the local outlier factor (LOF) method.

Model performance: Table 5 depicts the average accuracy of our machine learning models for jumps of size 0.1, 1 and 10 (see subsection 2.1.2). Looking at the column average in Panel A, we see a strong deterioration of the accuracies from 71.79% in the base case (no jumps) to 60.33% in case of large jumps. This result is well in line with the expectation that introducing greater discontinuities causes stronger mean shifts which in turn lead to a loss in predictive accuracy.

<table>
<thead>
<tr>
<th>Model</th>
<th>Base case</th>
<th>Panel A: Absolute jump size</th>
<th>Panel B: Rel. change to base case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>1</td>
</tr>
<tr>
<td>LR</td>
<td>72.07%</td>
<td>71.34%</td>
<td>66.28%</td>
</tr>
<tr>
<td>MLP10</td>
<td>73.21%</td>
<td>72.13%</td>
<td>66.61%</td>
</tr>
<tr>
<td>MLP100</td>
<td>73.44%</td>
<td>72.32%</td>
<td>66.85%</td>
</tr>
<tr>
<td>CART</td>
<td>69.61%</td>
<td>68.25%</td>
<td>62.52%</td>
</tr>
<tr>
<td>RF</td>
<td>72.30%</td>
<td>70.91%</td>
<td>64.88%</td>
</tr>
<tr>
<td>GBT</td>
<td>72.95%</td>
<td>71.50%</td>
<td>65.27%</td>
</tr>
<tr>
<td>kNN</td>
<td>70.49%</td>
<td>69.19%</td>
<td>63.94%</td>
</tr>
<tr>
<td>NB</td>
<td>70.26%</td>
<td>69.67%</td>
<td>59.85%</td>
</tr>
<tr>
<td></td>
<td>71.79%</td>
<td>70.67%</td>
<td>64.52%</td>
</tr>
</tbody>
</table>

Table 5: Panel A and B summarize the average accuracies of the machine learning models across all DGPs for different jump sizes. Panel A contrasts the absolute values of the achieved accuracies with the base case. The column average at the bottom of Panel A depicts the average performance for a given jump size across all models and DGPs. Panel B depicts the results of Panel A as relative change compared to the base case. The highest value of the respective column/row is highlighted in bold.

When assessing the machine learning models on an individual level (Panel B of table 5),
we obtain further insights. The LR proves to be the most robust machine learning model with a relative decline in predictive accuracy between -1.00% (small jumps) and -8.11% (large jumps). On average, the relative decline in accuracy of the LR amounts to -5.72% across all three jump sizes. In terms of absolute predictive accuracy (see Panel A), the LR even ranks first at a jump size of 10 rendering it the best model in presence of large jumps. Moreover, we find MLP100 (-7.84%), kNN (-8.25%) and MLP10 (-9.09%) to be slightly less affected than the tree-based methods CART (-9.41%), RF (-9.61%) and GBT (-9.94%). Finally, NB places last with an average relative decline of -14.01%.

*Mitigation measures:* In the second step, we aim at reducing the negative effect of jumps on our prediction problem. For the sake of comprehensiveness, we focus on the jump size of 1⁰.

<table>
<thead>
<tr>
<th>Model</th>
<th>Basecase</th>
<th>Jumpcase</th>
<th>DIFF</th>
<th>LOF</th>
<th>DIFF LOF</th>
<th>panel A</th>
<th>DIFF</th>
<th>LOF</th>
<th>DIFF LOF</th>
<th>panel B</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>72.07%</td>
<td>66.28%</td>
<td>68.24%</td>
<td>69.49%</td>
<td>70.00%</td>
<td>69.24%</td>
<td>2.96%</td>
<td>4.85%</td>
<td>5.61%</td>
<td>4.48%</td>
</tr>
<tr>
<td>MLP10</td>
<td>73.21%</td>
<td>66.61%</td>
<td>68.60%</td>
<td>69.79%</td>
<td>70.28%</td>
<td>69.56%</td>
<td>2.98%</td>
<td>4.77%</td>
<td>5.51%</td>
<td>4.42%</td>
</tr>
<tr>
<td>MLP100</td>
<td>73.44%</td>
<td>66.85%</td>
<td>68.65%</td>
<td>69.97%</td>
<td>70.48%</td>
<td>69.70%</td>
<td>2.69%</td>
<td>4.65%</td>
<td>5.42%</td>
<td>4.25%</td>
</tr>
<tr>
<td>CART</td>
<td>69.61%</td>
<td>62.52%</td>
<td>63.89%</td>
<td>65.20%</td>
<td>65.55%</td>
<td>64.88%</td>
<td>2.20%</td>
<td>4.29%</td>
<td>4.86%</td>
<td>3.78%</td>
</tr>
<tr>
<td>RF</td>
<td>72.30%</td>
<td>64.88%</td>
<td>66.93%</td>
<td>68.05%</td>
<td>68.86%</td>
<td>67.95%</td>
<td>3.16%</td>
<td>4.88%</td>
<td>6.13%</td>
<td>4.72%</td>
</tr>
<tr>
<td>GBT</td>
<td>72.95%</td>
<td>65.27%</td>
<td>67.33%</td>
<td>68.81%</td>
<td>69.50%</td>
<td>68.55%</td>
<td>3.17%</td>
<td>5.44%</td>
<td>6.49%</td>
<td>5.03%</td>
</tr>
<tr>
<td>kNN</td>
<td>70.49%</td>
<td>63.94%</td>
<td>65.39%</td>
<td>66.17%</td>
<td>66.90%</td>
<td>66.15%</td>
<td>2.28%</td>
<td>3.49%</td>
<td>4.63%</td>
<td>3.47%</td>
</tr>
<tr>
<td>NB</td>
<td>70.26%</td>
<td>59.85%</td>
<td>66.23%</td>
<td>67.51%</td>
<td>69.35%</td>
<td>67.70%</td>
<td>10.66%</td>
<td>12.81%</td>
<td>15.87%</td>
<td>13.11%</td>
</tr>
<tr>
<td>⊗</td>
<td>71.79%</td>
<td>64.52%</td>
<td>66.91%</td>
<td>68.12%</td>
<td>68.86%</td>
<td>67.97%</td>
<td>3.70%</td>
<td>5.58%</td>
<td>6.73%</td>
<td>5.44%</td>
</tr>
</tbody>
</table>

Table 6: Panel A and B summarize the average accuracies of the machine learning models for the jump size of 1 across all DGPs for different mitigation measures, i.e., use of first differences as additional features (DIFF), jump removal with the local outlier factor method (LOF), and the combination of the two (DIFF LOF). Panel A contrasts the achieved accuracies with the jump case (no mitigation measures) and the base case (no jumps). The column average at the bottom of Panel A depicts the average performance for a given mitigation technique across all machine learning models and DGPs. Panel B depicts the results of Panel A as relative change compared to the jump case. The highest value of the respective column/row is highlighted in bold.

¹⁰The results for smaller and larger jumps sizes are similar to those at jump size 1 however the effects are smaller at jump size 0.1 and larger at jump size 10 respectively.
Table 6 depicts the impact of different mitigation measures and contrasts them with the jump case (jumps of size 1 without mitigation measures) as well as the base case (no jumps). Specifically, we assess the effect of first differences as additional features (DIFF), the impact of jump removal with LOF, and the combination of the two (DIFF LOF). Looking at the column average in Panel A, we find a positive effect for all three techniques leading to an increase in predictive accuracy from 64.52% (jump case) up to 68.86% (+6.73%) when applying the combination of DIFF and LOF.

Looking at the measures individually, we find LOF to have the strongest individual effect of +5.58% compared to the jump case. During the preprocessing of the time series with LOF, a large fraction of the jumps and hence mean shifts is removed. The resulting time series therefore more closely resembles the one prior to jumps (base case) and the accuracy improves. Also, the introduction of first differences (DIFF) as additional features helps the machine learning models to cope with the mean shift. Even though the jumps are still present in the time series, they now only affect the training samples that capture the time span during which the jumps occurred and hence only a very small fraction of the observations used to fit the machine learning models. As result, the accuracy increases by +3.70% relative to the jump case.

When looking at the machine learning models individually, we find that all models benefit from the mitigation measures. The ranking of the measure effects is consistent with the averaged ranking outlined above, i.e., the combination of DIFF and LOF yields better effects than LOF, which in turn yields better effects than DIFF alone across all models. NB accounts for the strongest relative improvement (+15.87% for DIFF LOF), however NB had also shown the strongest decline prior to mitigation measures. The opposite applies to LR which turned out to be most robust to jumps and hence shows the lowest improvement when applying mitigation measures.

Summary: From the jump effect analysis we obtain the following key takeaways. First, jumps significantly worsen the performance across all machine learning models with the effect increasing with higher jump sizes. Second, LR is fairly robust to jumps and hence a good choice in absence of mitigation measures. Third, both the use of first differences as additional features (DIFF) as well as jump removal with local outlier factor (LOF) significantly
improve performance in light of jumps. The best results can be achieved by combining both techniques.

Noise analysis

The noise analysis serves two purposes. First, we aim at assessing the impact of noise on our machine learning models by analyzing the change in predictive accuracy when distorting the DGP with noise of low, medium and high degree. Second, we evaluate and compare different techniques to reduce the noise. In particular, we examine the effect of using first differences (DIFF), moving average (MA) as well as the combination of the two (DIFF MA) as additional features.

Model performance: Table 7 depicts the average accuracy of our machine learning models when polluting the DGP with varying degrees of noise (see subsection 2.1.3). From the column average in Panel A, we observe a decline in accuracy from 71.79% in the base case up until 56.72% in presence of high noise. The underlying reason is as follows: As the time series is superposed with noise in form of a random walk process, the time series becomes more and more non-stationary (due to the mean drift) and hence harder to predict. This effect becomes stronger with increasing variance of the random walk process which corresponds to higher degrees of noise.

Looking at the row sum of Panel B of table 7, we observe that the negative effect of noise strongly varies between the individual machine learning models. As in the jump effect analysis, the LR turns out to be the most robust model with a relative decline in accuracy of -12.02% compared to the base case and first rank in terms of absolute predictive accuracy across all degrees of noise. Furthermore, we observe that the tree based models, i.e., CART (-19.47%), RF (-18.88%), and GBT (-19.27%), react more sensitive to noise compared to the MLP100 (-14.64%), the MLP10 (-15.73%), and kNN (-17.24%). We assume that the tree-based methods (DT, RF, and GBT) are more affected by the mean drift as it significantly changes the threshold values at which splits occur in the nodes of the trees. Finally, NB ranks last with an average relative decline in accuracy of -25.03%.

Mitigation measures: In step 2, we aim at mitigating the negative effect of noise on our prediction problem. Again, we focus on one noise level, i.e., medium noise, to keep the
Table 7: Panel A and B summarize the average accuracies of the machine learning models across all DGPs for different degrees of noise. Panel A contrasts the absolute values of the achieved accuracies with the base case. The column average at the bottom of Panel A depicts the average performance for a given noise level (low/medium/high) across all models and DGPs. Panel B depicts the results of Panel A as relative change compared to the base case. The highest value of the respective column/row is highlighted in bold.

Table 8 summarizes the impact of our three mitigation measures and contrasts them with the medium noise case as well as the base case (no noise). Specifically, we examine the effect of first differences (DIFF), moving averages (MA) and the combination of the two (DIFF MA) as additional features. The column average in Panel A indicates a positive effect for all three techniques leading to accuracies from 59.30% (MA) up to 62.89% (DIFF) compared to 58.60% without mitigation measures. We find DIFF to be the single best technique increasing accuracy by +7.32% relative to the medium noise case. First differencing (DIFF) makes the time series fully stationary, facilitating the machine learning models’ ability to identify meaningful structure. Also, using moving averages as additional features has a positive effect, however with +1.20% at significantly smaller scale compared to DIFF. Finally, the combination of DIFF and MA leads to an improvement of +7.03% on average - slightly lower than DIFF alone. However, when looking at the effects on the machine learning models individually, we observe that in some cases, i.e., LR, MLP10 and MLP100, DIFF MA yields slightly better results than DIFF alone. It is hence worth experimenting with this

---

The results are similar for low and high noise however at a lower/higher scale.
Panel A: Measures

<table>
<thead>
<tr>
<th>Model</th>
<th>Base case</th>
<th>Medium noise</th>
<th>DIFF</th>
<th>MA</th>
<th>DIFF MA</th>
<th>DIFF</th>
<th>MA</th>
<th>DIFF MA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>72.07%</td>
<td>63.28%</td>
<td>64.97%</td>
<td>65.38%</td>
<td><strong>65.39%</strong></td>
<td>2.66%</td>
<td><strong>3.31%</strong></td>
<td>3.33%</td>
</tr>
<tr>
<td>MLP10</td>
<td>73.21%</td>
<td>61.34%</td>
<td>64.74%</td>
<td>62.68%</td>
<td>64.81%</td>
<td>5.55%</td>
<td>2.20%</td>
<td>5.66%</td>
</tr>
<tr>
<td>MLP100</td>
<td><strong>73.44%</strong></td>
<td>62.52%</td>
<td>64.93%</td>
<td>64.05%</td>
<td>64.99%</td>
<td>3.84%</td>
<td>2.44%</td>
<td>3.95%</td>
</tr>
<tr>
<td>CART</td>
<td>69.61%</td>
<td>55.33%</td>
<td>59.72%</td>
<td>55.26%</td>
<td>59.69%</td>
<td>7.92%</td>
<td>-0.14%</td>
<td>7.88%</td>
</tr>
<tr>
<td>RF</td>
<td>72.30%</td>
<td>58.09%</td>
<td>62.38%</td>
<td>58.89%</td>
<td>62.31%</td>
<td>7.39%</td>
<td>1.38%</td>
<td>7.26%</td>
</tr>
<tr>
<td>GBT</td>
<td>72.95%</td>
<td>58.35%</td>
<td>62.51%</td>
<td>58.94%</td>
<td>62.43%</td>
<td>7.14%</td>
<td>1.02%</td>
<td>7.00%</td>
</tr>
<tr>
<td>kNN</td>
<td>70.49%</td>
<td>57.89%</td>
<td>60.49%</td>
<td>58.04%</td>
<td>60.24%</td>
<td>4.49%</td>
<td>0.26%</td>
<td>4.06%</td>
</tr>
<tr>
<td>NB</td>
<td>70.26%</td>
<td>51.98%</td>
<td>63.38%</td>
<td>51.18%</td>
<td>61.86%</td>
<td>21.93%</td>
<td>-1.54%</td>
<td><strong>19.01%</strong></td>
</tr>
</tbody>
</table>

Panel B: Relative change

<table>
<thead>
<tr>
<th>Model</th>
<th>Base case</th>
<th>Medium noise</th>
<th>DIFF</th>
<th>MA</th>
<th>DIFF MA</th>
<th>DIFF</th>
<th>MA</th>
<th>DIFF MA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>72.07%</td>
<td>63.28%</td>
<td>64.97%</td>
<td>65.38%</td>
<td><strong>65.39%</strong></td>
<td>2.66%</td>
<td><strong>3.31%</strong></td>
<td>3.33%</td>
</tr>
<tr>
<td>MLP10</td>
<td>73.21%</td>
<td>61.34%</td>
<td>64.74%</td>
<td>62.68%</td>
<td>64.81%</td>
<td>5.55%</td>
<td>2.20%</td>
<td>5.66%</td>
</tr>
<tr>
<td>MLP100</td>
<td><strong>73.44%</strong></td>
<td>62.52%</td>
<td>64.93%</td>
<td>64.05%</td>
<td>64.99%</td>
<td>3.84%</td>
<td>2.44%</td>
<td>3.95%</td>
</tr>
<tr>
<td>CART</td>
<td>69.61%</td>
<td>55.33%</td>
<td>59.72%</td>
<td>55.26%</td>
<td>59.69%</td>
<td>7.92%</td>
<td>-0.14%</td>
<td>7.88%</td>
</tr>
<tr>
<td>RF</td>
<td>72.30%</td>
<td>58.09%</td>
<td>62.38%</td>
<td>58.89%</td>
<td>62.31%</td>
<td>7.39%</td>
<td>1.38%</td>
<td>7.26%</td>
</tr>
<tr>
<td>GBT</td>
<td>72.95%</td>
<td>58.35%</td>
<td>62.51%</td>
<td>58.94%</td>
<td>62.43%</td>
<td>7.14%</td>
<td>1.02%</td>
<td>7.00%</td>
</tr>
<tr>
<td>kNN</td>
<td>70.49%</td>
<td>57.89%</td>
<td>60.49%</td>
<td>58.04%</td>
<td>60.24%</td>
<td>4.49%</td>
<td>0.26%</td>
<td>4.06%</td>
</tr>
<tr>
<td>NB</td>
<td>70.26%</td>
<td>51.98%</td>
<td>63.38%</td>
<td>51.18%</td>
<td>61.86%</td>
<td>21.93%</td>
<td>-1.54%</td>
<td><strong>19.01%</strong></td>
</tr>
</tbody>
</table>

Table 8: Panel A and B summarize the average accuracies of the machine learning models across all DGPs at medium noise level for different mitigation measures, i.e., use of first differences (DIFF), moving averages (MA) and the combination of the two (DIFF MA) as additional features. Panel A contrasts the achieved accuracies with the medium noise case (no mitigation measures) and the base case (no noise). The column average at the bottom of Panel A depicts the average performance for a given noise reduction technique across all machine learning models and DGPs. Panel B depicts the results of Panel A as relative change compared to the medium noise case. The highest value of the respective column/row is highlighted in bold.

Summary: From the noise analysis we obtain the following key takeaways. First, the presence of noise in time series data significantly worsens the performance across all machine learning models. Clearly, the effect increases with higher levels of noise. Second, as in the jump case, LR proves to be the most robust model for noisy time series data, ranking first in terms of performance - even after noise mitigation measures. Third, the use of first differences (DIFF), moving averages (MA), and the combination of both (DIFF MA) as additional features all lead to improvements in predictive accuracy. Depending on the applied machine learning model, DIFF leads to slightly better results than the combination DIFF MA.

Conclusion

In this paper, we perform a comprehensive simulation study contrasting the predictive performance of eight different machine learning models on a great variety of linear and
nonlinear time series. Specifically, we conduct 29 Monte Carlo experiments to thoroughly analyze the performance of each model as well as the impact of jumps as well as varying degrees of noise. We make the following key findings.

First, we find machine learning models to achieve solid performance on unknown underlying DGPs, compared to the ambition level set by optimal forecasts. In absence of noise (base case), the results achieved with the machine learning models almost resemble those of the optimal forecast. Model-wise, MLPs and GBT provide the best results for both, linear and nonlinear DGPs. For processes with no or only small nonlinearities, the LR presents a good alternative, especially when considering its low computational cost. We find NB and single decision trees to deliver worse performance and hence recommend the aforementioned techniques for time series prediction tasks.

Second, it is better to include too many lagged values in the feature space than to include too few. We find most machine learning models to be fairly robust to exceeding the number of required lags suggested by the process equation of the DGP. In case of the RF, the inclusion of additional features even increases the predictive accuracy. We recommend to start with one lag and to gradually increase the number of lags monitoring the performance on a hold out set or with cross validation.

Third, we find jumps to have a very strong negative effect on predictive accuracy with LR being the most robust machine learning model. To mitigate the negative effects, both adding first differences to the features space (DIFF) as well as removal of jumps based on the LOF algorithm have shown good results. We recommend the combination of both techniques.

Fourth, polluting the time series with noise has the most detrimental effect on predictive accuracy across all machine learning models. Again, we find that the LR is the most robust machine learning model in the presence of noise. Moreover, additional mitigation measures, such as the inclusion of first differences (DIFF) and moving averages (MA) in the feature space yield improved results.
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